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Abstract

We investigate the service differentiation, in terms of average throughput, and the performance achieved using weighted window-based

congestion control in networks supporting Explicit Congestion Notification (ECN). Our results show how service differentiation, queueing

delay, and average throughput are affected by the increase and decrease rules of the end-system congestion control algorithms, and how they

depend on the marking algorithms operating in the routers. The end-system algorithms we investigate include Willingness-To-Pay

(willingness-to-pay) and MulTCP congestion control, and the packet marking algorithms include RED, virtual queue marking, and load-

based marking. Our investigations consider both single and multiple link topologies, and connections with different round trip times.

q 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

The Transmission Control Protocol (TCP) [1,2] has

played an important role in the Internet’s growth. With TCP,

however, all connections with the same round trip time

receive the same average throughput in the equilibrium;

hence, it cannot support service differentiation. In the highly

competitive telecommunications market, the ability to

provide, in a flexible and efficient way, differentiated

services will be extremely important. This push, along

with the need to develop new algorithms better suited to the

characteristics and requirements of the traffic being

transferred, e.g. streaming video/audio, will continue to

foster the appearance of new congestion control algorithms.

Moreover, new active queue management algorithms [3]

combined with Explicit Congestion Notification (ECN) [4],

which has recently been approved as an IETF proposed

standard, open up new possibilities for alternative

approaches to congestion control.

One approach for supporting service differentiation,

which is followed by the differentiated services (DiffServ)

architecture, is to add mechanisms inside network routers.

Drawbacks to this approach are the increased complexity,

compared to the Internet today, and the need for co-

operation among the routers in order to provide coherent

end-to-end services. An alternative approach has emerged

[5–7], see also overview in Ref. [8], which suggests that

service differentiation, as well as efficient and stable

network operation and growth to meet increasing demand,

can be achieved by a network with a simple feedback

mechanism, such as ECN marking, that informs users of the

congestion cost their traffic is incurring. The users react to

these congestion signals using some rate control algorithm.

Moreover, by charging a small fixed price per mark, the

network provider can give users the incentive to react to the

congestion signals, hence use the network, according to

their actual needs. Note that the above approach places

intelligence in the end-systems, while keeping the network

simple. In this sense, it adheres to the end-to-end arguments

put forward in Ref. [9], which have had a profound impact

on the design of Internet protocols. The reasons for

following such an approach are straightforward: it is at the

end-systems where information on how to respond to

congestion resides, since end-systems know the require-

ments of applications but also the valuations of users, in

terms of the performance versus price tradeoff; both of these

can be expressed in the form of utility functions, as

discussed in Section 2. Indeed, the rate or congestion control
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algorithms operating at the end-systems have the role of

enforcing the policies expressed by these utility functions.

In this paper we investigate the latter approach, and

consider a network where congestion feedback is in the

form of ECN marks. For such a network we investigate the

service differentiation achieved using weighted window-

based congestion control, and how its performance is

affected by the marking algorithms operating in the routers.

With service differentiation we refer to the ability of the

end-system algorithms, working in conjunction with the

marking algorithms in routers, to offer different throughput

to connections with different weights or willingness-to-pay

values.

Our simulation experiments consider both a simple

network with a single congested link, and a network with

multiple links. The latter configuration allows us to study

service differentiation when connections encounter different

round trip times, and when marking occurs on more than

one links.

The congestion control algorithms we investigate are

Willingness-To-Pay (willingness-to-pay), which was first

proposed in Ref. [5], and MulTCP [10], which is a

modification of TCP that makes one connection approxi-

mate the behavior of multiple normal TCP flows. With

willingness-to-pay, the congestion window follows a single

multiplicative decrease: the rate of ECN marks is roughly1

proportional to the sending rate and the congestion window

decreases by some fixed amount for each ECN mark

received. On the other hand, MulTCP, as TCP, follows a

double multiplicative decrease: both the rate of ECN marks

and/or losses is proportional to the sending rate and the

congestion window is halved upon detection of congestion.

willingness-to-pay achieves an average rate that, depending

on the marking algorithm in the routers, is proportional to a

weight or willingness-to-pay, and inversely proportional to

the marking probability inside the network. On the other

hand, MulTCP achieves a rate that is proportional to a

weight and inversely proportional to the square root of the

marking and/or loss probability.

The three marking algorithms we investigate are Random

Early Detection (RED) [11], virtual queue marking [5], that

marks packets depending on the overflow of a virtual queue

whose buffer and capacity are some percentage of the link’s

actual buffer and capacity, and load-based marking, where

the marking probability is a linear function of the link

utilization measured over some time interval.

Our main results are summarized as follows:

† Weighted window-based congestion control is an

effective way for an end-system to control its throughput.

In cases where connections encounter different round trip

times, these round trip times should be taken into

account, in order to appropriately set weights.

† With the virtual queue algorithm, where the marking

probability depends on the traffic burstiness, service (i.e.

average throughput) differentiation depends on the

characteristics of the congestion control algorithm, and

in particular on the increase and decrease rules.

† With appropriate tuning, all three marking algorithms

can exhibit the same marking probability for a range of

average utilizations. As discussed in Ref. [6], the

marking probability as a function of average utilization

affects the convergence and stability behavior of the

system comprising of the end-system congestion control

algorithms and the router marking algorithms.

† Both RED and load-based marking, where packet

marking is probabilistic, exhibit smaller average queue-

ing delay and delay variation compared to virtual queue

marking, which deterministically marks packets from the

time the virtual queue overflows until the time it first

becomes empty again.2

† Comparison of willingness-to-pay with MulTCP, which

follows TCP’s double multiplicative decrease but sup-

ports service differentiation, shows that MulTCP can be

less fair and can achieve lower link utilization compared

to willingness-to-pay.

The rest of this paper is structured as follows: In Section

2 we summarize some background work. In Section 3 we

present the willingness-to-pay class of congestion control

algorithms, and in Section 4 we discuss the three marking

algorithms considered in our investigations. In Section 5 we

present and discuss the results from our simulation

experiments. Finally, in Section 6 we discuss related

work, and in Section 7 we present some concluding remarks.

2. Theoretical background

In this section we summarize the theoretical background

of our work as developed by Kelly and other researchers [6,

13,14].

Consider a network of J resources [13,14]. Each resource

(link) j marks packets with some probability pjðyjÞ; where yj

is the aggregate arrival rate at resource j. Let R be the set of

routes, or connections, active in the network. Each

connection r updates its rate xr according to the equation

dxrðtÞ

dt
¼ kr wr 2 xrðtÞ

X
j[r

mjðtÞ

0
@

1
A; ð1Þ

where wr is a weight, kr is a gain factor, and

mjðtÞ ¼ pj

X
s:j[s

xsðtÞ

0
@

1
A

1 As we discuss in more detail later, this depends on the marking

algorithm operating in the router.

2 Other variations of the virtual queue algorithm exist, such as the one

considered in Ref. [12] where a packet is marked when it causes the virtual

queue to overflow.
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is the marking probability at resource j. With Eq. (1),

connection r adjusts its sending rate xr so that the rate of

marks it receives xrðtÞ
P

j[r mjðtÞ becomes equal to the

weight wr: If the network charges a fixed amount for each

mark returned to the end-system, then the sending rate is

adjusted so that the rate of marks multiplied by the price per

mark becomes equal to wr; which thus represents the

willingness-to-pay for connection r.

Assume that the marking probability pjðyÞ depends on the

cost CjðyÞ incurred at resource j as follows

pjðyÞ ¼
dCjðyÞ

dy
:

It can be shown that, if CjðyÞ is differentiable and feedback is

instantaneous, then the above system converges to a point

that maximizes

X
r[R

wr log xr 2
X
j[J

Cj

X
s:j[s

xsðtÞ

0
@

1
A:

If UrðxrÞ ¼ wr log xr is taken to be the utility for a

connection r, then the last expression represents the social

welfare of the system (resources and connections).

The above results can be generalized for the case where a

connection r has a utility of a general form UrðxrÞ; if the

willingness-to-pay changes smoothly according to

wrðtÞ ¼ xrðtÞU
0
rðxrðtÞÞ:

Up to now we have assumed instantaneous feedback. Next

we summarize the approach of Kelly [6] for taking feedback

delay into account, for the case of a single resource when all

connections have the same gain parameter k and under the

assumption that the queueing delay represents a small

fraction of the round trip time T (feedback delay), which is

fixed and common for all connections. Let xðtÞ ¼
P

r xrðtÞ

and w ¼
P

r wr: Summing Eq. (1) for all connections and

taking the time lag into account we get

dxðtÞ

dt
¼ kðw 2 xðt 2 TÞpðxðt 2 TÞÞÞ: ð2Þ

The linear delay equation

duðtÞ

dt
¼ 2auðt 2 TÞ ð3Þ

converges to zero as t increases if aT , p=2: Moreover, the

convergence is non-oscillatory if aT , 1=e: Letting xðtÞ ¼

x þ uðtÞ; where x is the equilibrium of Eq. (2), and

linearizing Eq. (2) about x, we get Eq. (3) with a ¼

kðp þ xp0Þ; where p; p0 are the marking probability and its

derivative at rate x. Hence, the equilibrium of Eq. (2) is

stable and the convergence is non-oscillatory if

kTðp þ xp0Þ , e21:

The rate-based control algorithm given by Eq. (1) can be

approximated using a window-based, self-clocking algor-

ithm, similar to TCP’s congestion avoidance algorithm, if a

connection’s congestion window cwnd is updated with the

reception of an acknowledgement using, see [5],

cwndþ ¼ �k
�w

cwnd
2 f

� �
; ð4Þ

where �k ¼ kT is the gain factor per round trip time, �w ¼ wT

is the willingness-to-pay per round trip time, and f equals 1

if the acknowledgement contains a mark or 0 if it does not.

Note that Eq. (1) and its window-based version Eq. (4)

follows a single multiplicative decrease, since the rate of

marks is (roughly) proportional to the sending rate and the

congestion window is decreased by some fixed amount for

each ECN mark received.

3. Weighted window-based congestion control

In this section we describe a class of window-based

congestion control algorithms that are based on the

algorithm given by Eq. (4) [5]. The congestion window

cwnd is updated according to

cwndþ ¼ �k
�winc

cwnd
2

f

�wdec

� �
;

hence the average change of the rate per unit time is

�k
�winc

cwnd
2

p

�wdec

� �
=T

T=cwnd
¼

�k

T

�winc

T
2

xp

�wdec

� �
; ð5Þ

where as before, �k is the gain factor per round trip time and

f ¼ 1 or 0 if the acknowledgement contains or does not

contain an ECN mark, respectively. From the last equation

we can see that for connections with the same round trip

time, the average rate is proportional to �winc �wdec ¼ �w: For

�winc ¼ �w; �wdec ¼ 1 we have the proportional increase

algorithm given by Eq. (4). For �winc ¼ 1; �wdec ¼ �w we

have the inversely proportional decrease algorithm given by

cwndþ ¼ �k
1

cwnd
2

f

�w

� �
: ð6Þ

The values of �winc; �wdec represent a trade-off between the

aggressiveness in probing for available bandwidth, hence in

reaching the steady state, and the stability and size of the

fluctuations around the average congestion window (equiva-

lently, around the average throughput).

Substituting k ¼ �k=T and winc ¼ �winc=T in Eq. (5),

summing for all connections, and taking the time lag into

account we get

dxðtÞ

dt
¼ k winc 2

xðt 2 TÞpðxðt 2 TÞÞ

�wdec

� �
;

which using the results of Kelly [6] that are summarized in

Section 2, is stable and the convergence is non-oscillatory if
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kTðp þ xp0Þ

�wdec

, e21: ð7Þ

The last equation is easier to satisfy for larger values of �wdec:
The trade-off between rate of convergence and magni-

tude of fluctuations in the equilibrium is depicted in Fig. 1.

As noted above, increasing �wdec; while keeping the product

�winc �wdec ¼ �w constant, results in smaller fluctuation around

the equilibrium, but in the same average throughput.

Smaller fluctuations can be advantageous for streaming

applications, which typically perform better when their

sending rate does not change abruptly.

As indicated by Eq. (7), convergence also depends on the

marking probability p and its derivative p0 : in general, a

larger value of p and p0 results in faster convergence, but, on

the other hand, will also result in larger fluctuations around

the equilibrium [14]. As we investigate in Section 5, the

marking probability depends on both the end-system

congestion control algorithms and the router marking

algorithms.

4. Packet marking algorithms

In this section we describe the three packet marking

algorithms that will be investigated in Section 5.

4.1. Random early detection

With RED [11], the marking probability is a piecewise

linear function of the average queue length �q; which is

estimated using exponential averaging with weight factor

wq: Specifically, if �q is smaller than a minimum queue

length minth, then the marking probability is zero. If �q is

between minth and a maximum queue length maxth, then the

marking probability ranges linearly from 0 to some

maximum value maxp: Finally, if �q is above maxth; then

packets are dropped. The ‘gentle_’ variation3 of the original

RED algorithm suggests to linearly vary the marking

probability from maxp to 1, when �q is between maxth and

2maxth: In our simulation investigations we use RED with

this variation, modified so that packets are marked rather

than dropped when the average queue length is above maxth;
and when the buffer limit is exceeded.

4.2. Virtual queue marking

The virtual queue marking algorithm [5] presents an

early warning of congestion. The algorithm maintains a

virtual buffer of size uB serviced at rate uC; where B;C are

the actual buffer and capacity of the output link,

respectively. Note that B is not necessarily the total buffer

of the output link, but can be some value that corresponds to

a target maximum delay. The algorithm marks all packets

that arrive at the link from the time a loss occurs in the

virtual buffer until the first time the virtual buffer becomes

empty; this interval is called the busy period of the virtual

buffer. Note that there are other variations for when to mark

packets: For example, the algorithm in Ref. [12] marks

incoming packets when they cause the virtual queue to

overflow.

As we will see in Section 5, a property of the virtual

queue algorithm is that it differentiates flows based on their

burstiness. Another property, demonstrated in experiments

that are not presented in this paper, is that it does not avoid

cases of synchronization of phases in closed-loop conges-

tion control algorithms, such as those observed for drop-tail

routers [15], which can result in some connections

achieving very large average throughput, and other

connections achieving very small throughput. Indeed, one

motivation for introducing RED in routers was to avoid such

effects [11,15].

4.3. Load-based marking

The third marking algorithm we investigate is load-based

marking. According to this algorithm, the marking prob-

ability is a piecewise linear function of the average

utilization measured over some time interval. In contrast,

with RED the marking probability is a piecewise linear

function of the average queue length. With the load-based

algorithm, the marking probability is zero when the average

load is less than a minimum value r0: For utilization r larger

than r0; the marking probability is given by min{aðr2

r0Þ; 1}: Hence, the algorithm has three parameters: the

minimum utilization r0; the parameter a that controls the

slope of the marking probability, and the averaging interval

tavg; this interval determines how quickly the algorithm

adjusts the marking probability to changes of the load.

Fig. 1. For �winc ¼ 4; �wdec ¼ 1 the congestion window reaches the

equilibrium faster, but fluctuations are larger. On the other hand, for �winc ¼

1; �wdec ¼ 4 the congestion window reaches the equilibrium slower, but

fluctuations are smaller. In both cases, the average congestion window is

approximately the same.

3 See ‘Recommendation on using the “gentle_” variant of RED’, Floyd,

2000,http://www.aciri.org/floyd/red/gentle.html.
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Moreover, the interval determines the timescales over which

congestion is detected, hence the timescales over which

traffic burstiness affects the marking probability.

Load-based marking can be appropriate in cases where

there is no shared buffer, such as the uplink in wide area

wireless networks and Ethernet local area networks, since

unlike the previous two marking algorithms, it does not rely

on the queue length as a measure of congestion.

5. Simulation results and discussion

In this section we present and discuss simulation results

investigating the interaction of willingness-to-pay and

MulTCP with the three marking algorithms discussed in

Section 4. The specific issues we investigate include the

following:

† Service differentiation: Dependence of the average

throughput achieved by different connections on their

weight or willingness-to-pay, and how this is affected by

the marking algorithm.

† Dependence of the marking probability on the average

utilization: As discussed in Section 2, this dependence

affects the stability and convergence behavior of the

whole system, i.e. the congestion control algorithms in

the end-systems and the marking algorithms in the

routers.

† Queueing delay and link utilization: In particular, we

investigate the queueing delay for different marking

algorithms, when the average link utilization remains the

same.

† Comparison of willingness-to-pay and MulTCP: Recall

that willingness-to-pay follows a single multiplicative

decrease, whereas MulTCP follows a double multi-

plicative decrease, similar to normal TCP.

The simulations were performed using the ns-2 simulator

[16]. The two network topologies considered in the

simulation experiments are shown in Fig. 2. Since our

focus is on investigating the interaction of the congestion

control algorithms at the end-systems with the marking

algorithms at the routers, we consider link parameters that

do not result in packet loss, since this would generate

retransmissions, which would affect the throughput

measurements. Also, we focus on the congestion avoidance

phase; hence our measurements begin after some time

interval has elapsed from the start of each experiment.

5.1. Service differentiation

Fig. 3(a) shows the average ratio of throughput for

different ratios of willingness-to-pay values. Also shown is

the 90% confidence interval. The results were obtained from

10 independent runs of the experiment with the same

parameters. Each connection carried data from a long ftp

transfer, and the start time of each connection was selected

randomly from the interval [0,5] seconds. Finally, the

throughput was computed for the interval [60,180] seconds.

Fig. 3(a) indicates that a connection can control its

throughput by adjusting its willingness-to-pay. Moreover,

Fig. 2. Network topologies used in the simulation experiments. (a) Single

link. (b) Multiple link.

Fig. 3. Service differentiation using proportional increase willingness-to-pay (single link). �k ¼ 0:5: C ¼ 10 Mbps; B ¼ 30 pkts; RTT ¼ 200 ms; N ¼ 10: RED:

minth ¼ 5; maxth ¼ 15; maxp ¼ 0:1; wq ¼ 0:002: VQ: u ¼ 0:95: LB: tavg ¼ 0:5 s; r0 ¼ 0:6; a ¼ 0:71: (a) Ratio of throughput, (b) ratio of received marks.
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observe that the service differentiation achieved by both

RED and load-based marking is roughly the same, and the

ratio of the average throughput is very close to the ratio of

willingness-to-pay. Note, however, that the two curves are

slightly above the diagonal; this is attributed to the window-

based nature of the congestion control algorithm since, in

results not shown here, the ratio of the congestion windows

is approximately equal to the ratio of willingness-to-pay.

On the other hand, in the case of virtual queue marking

observe in Fig. 3(a) that for large values of the ratio of

willingness-to-pay, the ratio of throughput is larger than the

ratio of willingness-to-pay. Moreover, as indicated by the

confidence interval, the fluctuations in service differen-

tiation are also much larger compared to the fluctuations for

the other two marking algorithms. Next we explain both of

these observations.

The first observation can be explained with the help of

Fig. 3(b), which shows the ratio of marks as a function of the

ratio of average throughput. The figure shows that a smaller

percentage of the packets belonging to a connection with a

larger willingness-to-pay are marked, i.e. the marking

probability is smaller for a connection with a larger

willingness-to-pay. This is due to the combination of the

following two factors: first, the connection with a smaller

willingness-to-pay sends a smaller number of segments in one

round trip time and second; the segments are typically sent

back-to-back; the latter being a property of any window-based

control mechanism. As a result, the connection with a smaller

willingness-to-pay produces a burstier traffic stream compared

to the connection with a larger willingness-to-pay. Burstier

traffic streams, however, are more difficult for a multiplexer

(link) to handle, hence require more bandwidth than their

Fig. 4. Service differentiation using inversely proportional decrease willingness-to-pay (single link). �k ¼ 0:5:C ¼ 10 Mbps;B ¼ 30 pkts, RTT ¼ 200 ms;N ¼ 10:

RED: minth ¼ 5; maxth ¼ 15; maxp ¼ 0:1; wq ¼ 0:002: VQ: u ¼ 0:95: LB: tavg ¼ 0:5 s; r0 ¼ 0:6; a ¼ 0:71: (a) Ratio of throughput, (b) ratio of received marks.

Fig. 5. Service differentiation for different RTT’s (multiple link, proportional increase willingness-to-pay). �k ¼ 0:5: CR1–R2 ¼ CR2–R3 ¼ 10 Mbps;

BR1–R2 ¼ BR2–R3 ¼ 30 pkts, RTTR2–R3 ¼ 100 ms; NR1–R2 ¼ NR1–R3 ¼ 5; NR2–R3 ¼ 0: RED: minth ¼ 5; maxth ¼ 15; maxp ¼ 0:1; wq ¼ 0:002: VQ: u ¼

0:95: LB: tavg ¼ 0:5 s; r0 ¼ 0:6; a ¼ 0:71: (a) RTTR1 – R2 ¼ 200 ms, (b) RTTR1 – R2 ¼ 100 ms.
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average rate. The virtual queue marking algorithm has the

property of differentiating streams based on their burstiness;

see also discussion in Ref. [5]. Hence, the algorithm marks a

higher percentage of packets belonging to the burstier stream,

which, as explained above, is the stream with smaller

willingness-to-pay.

The above is not the case when the end-systems

implement inversely proportional decrease willingness-to-

pay, as shown in Fig. 4(a). In this case, and for the

timescales in which packet marking occurs, the traffic from

willingness-to-pay connections with a different willingness-

to-pay exhibit roughly the same burstiness, hence are not

differentiated and the behavior of virtual queue marking is

close to that of RED and load-based marking. This is also

illustrated in Fig. 4(b), which shows that in this case the

ratio of marks for all three algorithms is roughly

proportional to the ratio of willingness-to-pay values.

Now we explain the second observation made from Fig.

3(a), namely the larger variations of service differentiation

with virtual queue marking, compared to that of RED and

load-based marking. The latter two algorithms mark packets

probabilistically; hence marks tend to be spread out, which

results in smoother changes of the congestion window. On

the other hand, the virtual queue algorithm marks packets

deterministically from the time the virtual queue overflows

until the time it first becomes empty, hence tends to produce

bursts of marks, which result in larger fluctuations of the

congestion window.

Next we present simulation results for the multiple link

topology in Fig. 2(b). Fig. 5(a) and (b) show the average

ratio of throughput for different ratios of willingness-to-pay

values for two connections: one that traverses only link R1–

R2 in Fig. 2(b), and one that traverses both links R1–R2 and

R2–R3. Moreover, in the results of Fig. 5(a) and (b) there

are no connections that traverse only link R2–R3 (i.e.

NR2–R3 ¼ 0).

Our first observation regarding Fig. 5(a) and (b) is that, as

in the single link scenario, a connection’s throughput can be

controlled through its willingness-to-pay, and the perform-

ance of all three marking algorithms is roughly the same, at

least for small ratios of willingness-to-pay. Indeed, the

behavior of the virtual queue algorithm is similar to the

other two because in the corresponding timescales of

the virtual queue overflow, connections with small and

large willingness-to-pay values exhibit the same burstiness.

The second observation regarding Fig. 5(a) and (b) is that

the line giving the ratio of throughput is lower than the

diagonal. The reason is that the horizontal axis in Fig. 5(a)

and (b) depicts the ratio of willingness-to-pay values per

round trip time, �wR1–R3= �wR1–R2: In the single link case, all

connections had the same round trip time, hence the ratio

�wR1–R3= �wR1–R2 was equal to the ratio of willingness-to-pay

values per unit of time, wR1–R3=wR1–R2: On the other hand,

in the multiple link case, the two connections considered

experience a different round trip time: 200 ms in Fig. 5(a)

(100 ms in Fig. 5(b)) for the connection traversing only link

R1–R2, and 300 ms in Fig. 5(a) (200 ms in Fig. 5(b)) for the

connection traversing both R1–R2 and R2–R3. Focusing

on Fig. 5(a), the round trip time for the connection

traversing only link R1–R2 is 200 ms; hence its will-

ingness-to-pay per round trip time is �wR1–R2 ¼ wR1–R2·200:
On the other hand, the round trip time for the connection

traversing both R1–R2 and R2–R3 is 300 ms; hence its

willingness-to-pay per round trip time is �wR1–R3 ¼

wR1–R3·300: From the above, it follows that the ratio of

willingness-to-pay per unit of time is wR1–R3=wR1–R2 ¼

ð2=3Þ �wR1–R3= �wR1–R2: In the steady state, see Eq. (1), a

connection’s throughput is proportional to the willingness-

to-pay per unit of time, hence if the connections experience

the same marking probability, we expect the ratio of

throughput to be two thirds of the ratio �wR1–R3= �wR1–R2; a

result that Fig. 5(a) confirms. For Fig. 5(b), we have

wR1–R3=wR1–R2 ¼ ð1=2Þ �wR1–R3= �wR1–R2; hence as the figure

confirms, the ratio of throughput is one half of the ratio

�wR1–R3= �wR1–R2:
One approach to take into account the round trip time

is to set the willingness-to-pay per round trip time such

that �w / ðRTT=RTTrefÞw; where RTTref some reference

round trip time. For example, if we consider the network

scenario corresponding to Fig. 5(a), we can take

RTTref ¼ 200 ms; and in order to achieve the same

throughput on connections that traverse only link R1–R2

Table 1

Multiple link experiment. �k ¼ 0:5; �vR1–R2 ¼ �vR1–R3 ¼ �vR2–R3 ¼ 1:

CR1–R2 ¼ CR1–R3 ¼ 10 Mbps RTTR1–R2 ¼ 100 ms; NR1–R2 ¼ NR1–R3 ¼

NR2–R3 ¼ 5: RED: minth ¼ 5; maxth ¼ 15; maxp ¼ 0:1; vp ¼ 0:002

RTTR1 – R2 (ms) rR1– R3/rR1 – R2 pR1 – R2 pR2 – R3

200 0.231 0.023 0.042

100 0.251 0.042 0.042

Fig. 6. Throughput ratio as a function of willingness-to-pay ratio (multiple

link, proportional increase willingness-to-pay). �k ¼ 0:5: CR1–R2 ¼

CR2–R3 ¼ 10 Mbps; BR1–R2 ¼ BR2–R3 ¼ 30 pkts, RTTR1–R2 ¼ 200 ms;

RTTR2–R3 ¼ 100 ms; NR1–R2 ¼ NR1–R3 ¼ 5; NR2–R3 ¼ 0: RED: minth ¼

5; maxth ¼ 15; maxp ¼ 0:1; wq ¼ 0:002: VQ: u ¼ 0:95: LB: tavg ¼ 0:5 s;

r0 ¼ 0:6; a ¼ 0:71:
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and connections that traverse both links R1–R2 and R2–

R3, we can set �wR1–R2 / wR1–R2 and �wR1–R3 /

1:5·wR1–R3; with the same proportionality factor in both

cases. The results of such an approach are shown in Fig.

6. Observe in this figure that, for large ratios of

willingness-to-pay, the ratio of throughput for load-based

marking tends to be smaller than that for the other two marking

algorithms. This is because with load-based marking, the

marking probability depends on the utilization, and when

the willingness-to-pay values for the connections traversing

both R1–R2 and R2–R3 becomes large, packets are also

marked on link R2–R3, hence the marking probability

experienced by connections that traverse both R1–R2 and

R2–R3 is higher than the marking probability experienced

by connections traversing only link R1–R2. (Indeed, it is for

the same reason that the ratio of throughput for load-based

marking in Fig. 5(a) and (b) is lower than for the other two

marking algorithms, for ratios of willingness-to-pay larger

than approximately 6).

Next, we present simulation experiments where there are

three types of connections: connections that traverse only

link R1–R2, only link R2–R3, and both links R1–R2 and

R2–R3. The results are shown in Fig. 7(a) for RTTR1–R2 ¼

200 ms; and Fig. 7(b) for RTTR1–R2 ¼ 100 ms: Similar to

the above, these figures confirm that a connection can

control its throughput through its willingness-to-pay.

To illustrate the agreement between simulation results

and those predicted by theory, consider a particular

experiment where �wR1–R2 ¼ �wR1–R3 ¼ 1; and both links

R1–R2 and R3–R4 implement RED. The ratio of the

throughput of a connection traversing both link R1–R2 and

R2–R3, and the throughput of a connection traversing only

link R1–R2, rR1–R3=rR1–R2; and the marking probabilities at

links R1–R2 and R2–R3 are shown in Table 1.

In the equilibrium, from Eq. (1), we have that a

connection’s rate r will satisfy r ¼ w=p where w is the

willingness-to-pay and p is the aggregate marking prob-

ability the connection encounters. For RTTR1–R2 ¼ 200 ms;
the connection traversing only link R1–R2 will have

wR1–R2 ¼ �wR1–R2=200 ¼ 1=200; whereas the connection

traversing both links R1–R2 and R2–R3 will have

wR1–R3 ¼ �wR1–R3=300 ¼ 1=300: From Table 1, the aggre-

gate marking probability encountered by each is pR1–R2 ¼

0:023 and pR1–R3 ¼ pR1–R2 þ pR2–R3 ¼ 0:065; respectively.

Hence, the ratio of throughput predicted by theory is

rR1–R3

rR1–R2

¼

wR1–R3

pR1–R3
wR1–R2

pR1–R2

¼

1

300·0:065
1

200·0:023

< 0:236;

whereas the ratio of throughput for the case RTTR1–R2 ¼

100 ms is

rR1–R3

rR1–R2

¼

wR1–R3

pR1–R3
wR1–R2

pR1–R2

¼

1

200·0:084
1

100·0:042

¼ 0:25;

both of which are in good agreement with the simulation

results shown in the second column of Table 1.

Finally, we note that results from experiments with more

complex network topologies, including cases with different

link capacities, agree with the results and conclusions

concerning service differentiation presented in this

subsection.

5.2. Marking probability

Next we investigate the marking probability as a function

of the average utilization, for the three marking algorithms

we consider. Note that this probability depends, in addition

to the load, also on the burstiness of traffic, which in turn is

affected by both the congestion control algorithm in the end-

Fig. 7. Service differentiation for different RTT’s (multiple link, proportional increase willingness-to-pay). �k ¼ 0:5: CR1–R2 ¼ CR2–R3 ¼ 10 Mbps;

BR1–R2 ¼ BR2–R3 ¼ 30 pkts, RTTR2–R3 ¼ 100 ms; NR1–R2 ¼ NR1–R3 ¼ NR2–R3 ¼ 5: RED: minth ¼ 5; maxth ¼ 15; maxp ¼ 0:1; wq ¼ 0:002: VQ: u ¼ 0:95:

LB: tavg ¼ 0:5 s; r0 ¼ 0:6; a ¼ 0:71: (a) RTTR1–R2 ¼ 200 ms; (b) RTTR1–R2 ¼ 100 ms:
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systems and the marking algorithm in the routers. The shape

of this curve, as discussed in Section 2 and Ref. [6], affects

the convergence and stability behavior of the particular

marking algorithm.

Fig. 8(a) and (b) show the marking probability as a

function of average utilization for the three marking

algorithms, and for the proportional increase Eq. (4) and

proportional decrease Eq. (6) willingness-to-pay algorithms.

Observe that for both virtual queue and load-based marking,

there is a linear dependence of the marking probability on the

link utilization. On the other hand, the marking probability for

RED is convex and becomes steeper as the utilization

increases (we will see later that this is not always the case).

Using Fig. 8(a), we can assess the robustness of a marking

algorithm with the load as follows: For RED configured with

the specific parameters, the performance in terms of

convergence and utilization would be similar to that of the

other two marking algorithms for utilization levels less than

approximately 80%. However, for utilization levels above

85%, because the marking probability curve becomes very

steep, RED would exhibit large fluctuations and stability can

be compromised.

Fig. 8(b) shows that for both virtual queue marking and

RED, the end-system congestion control algorithm has an

affect on the marking probability. Indeed, for inversely

proportional decrease willingness-to-pay, the same marking

probability is achieved for a higher utilization, compared to

proportional increase willingness-to-pay. This is expected,

since inversely proportional decrease willingness-to-pay

results in smoother traffic, as shown in Fig. 1, hence can

achieve a higher utilization, for the same marking probability.

We have performed experiments for other round trip

times, and when connections have heterogeneous round trip

times. The results show that when k;winc are kept constant,

the marking probability curve is slightly higher for larger

round trip times: the reason for this is that a larger round trip

time, RTT, results in larger values for �k ¼ k·RTT and

�winc ¼ winc·RTT; hence the window-based congestion

control algorithm produces burstier traffic, resulting in a

higher marking probability for the same utilization.

Fig. 8(a) and (b) were obtained for some arbitrary4

selection of parameters for each marking algorithm. Fig. 9

shows that these parameters can be chosen such that the

marking probability curves for the three algorithms become

very close. This indicates that, at least in terms of the

macroscopic convergence and stability properties, all

marking algorithms have similar behavior when their

parameters are tuned appropriately. Note, however, that

these curves are averages hence, as we will see next, do not

give a complete picture of the queueing delay.

Fig. 8. Marking probability as a function of utilization for proportional increase willingness-to-pay : �k ¼ 0:5; �winc ¼ 1 and 6, �wdec ¼ 1; and inversely

proportional decrease willingness-to-pay: �k ¼ 0:5; �winc ¼ 1; �wdec ¼ 1 and 6. C ¼ 10 Mbps; B ¼ 30 pkts, RTT ¼ 200 ms: RED: minth ¼ 2; maxth ¼ 6;

maxp ¼ 0:1; wq ¼ 0:02: VQ: u ¼ 0:95: LB: tavg ¼ 0:5 s; r0 ¼ 0:6; a ¼ 0:71: (single link), (a) proportional increase, (b) inversely proportional decrease.

Fig. 9. Marking probability as a function of utilization (single link). �k ¼

0:5; �winc ¼ 1 and 6, �wdec ¼ 1: C ¼ 10 Mbps; B ¼ 30 pkts, RTT ¼ 200 ms:

RED: minth ¼ 3; maxth ¼ 9; maxp ¼ 0:95; wq ¼ 0:002: VQ: u ¼ 0:95: LB:

tavg ¼ 0:5 s; r0 ¼ 0:7; a ¼ 2:

4 For RED we followed the guidelines suggested in the literature for

maxp; and for the relative values of minth and maxth:
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5.3. Queueing delay

Table 2 shows the queueing delay for the three marking

algorithms when the average utilization is kept the same. The

bottom three rows in the table show that the queueing delay is

smaller and exhibits smaller fluctuations for RED and load-

based marking, compared to virtual queue marking. This is

expected since, as discussed in Section 5.1, due to probabilistic

marking, both RED and load-based marking smooth out

marks, which results in smoother traffic; on the other hand,

virtual queue marking produces bursts of marks.

The first two rows in Table 2 show that for the same

marking algorithm the queueing delay depends on the

parameters of the marking algorithm, even when the

Table 2

Queueing delay (in ms). Long ftp flows, r < 0.90

Marking algorithm Average Maximum Std. dev.

RED (minth ¼ 5; maxth ¼ 15; maxp ¼ 0:10; wq ¼ 0:002) 26.9 89.6 26.4

RED (minth ¼ 3; maxth ¼ 9; maxp ¼ 0:95; wq ¼ 0:002) 5.3 22.4 3.6

Virtual queue ðu ¼ 0:95Þ 8.6 39.4 6.2

Load-based (tavg ¼ 0:5 s; r0 ¼ 0:7; a ¼ 2) 6.3 38.4 4.8

Fig. 10. Effect of the virtual queue factor u and the buffer size (single link). C ¼ 10 Mbps; RTT ¼ 200 ms, �winc ¼ 1 and 6, �wdec ¼ 1; �k ¼ 0:5: (a) factor u, (b)

buffer B.

Fig. 11. Comparison of willingness-to-pay and MulTCP (single link). WTP: �k ¼ 0:5: C ¼ 10 Mbps; RTT ¼ 200 ms, N ¼ 10: RED Marking: minth ¼ 5;

maxth ¼ 15; maxp ¼ 0:1; wq ¼ 0:002: (a) Service differentiation, (b) average utilization.
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utilization is kept the same. Indeed, the first row

corresponds to an operating point located at the steep

region of the marking probability curve for RED, similar to

the one shown in Fig. 8(a).

5.4. Effect of marking algorithm parameters

In addition to their performance, how easy or difficult it

is to tune the parameters of a marking algorithm is equally,

if not more, important. Towards this end, in this subsection

we provide some insight on how the parameters of the

marking algorithm affect the marking probability function.

Fig. 10(a) shows how the marking probability for the

virtual queue algorithm is affected by factor u; which

determines the buffer and capacity of the virtual queue.

Observe that as u increases, the marking probability shifts to

the right, i.e. for larger u; the same utilization corresponds to

a lower marking probability. Also, observe that the factor

has a very small effect on the slope of the curve. Finally, Fig.

10(b) shows that a larger buffer results in a steeper curve for

the marking probability.5 Indeed, for small utilizations, the

marking probability is higher for a smaller buffer, since the

buffer overflows more frequently. On the other hand, for

large utilizations the effect is the opposite, i.e. the marking

probability is higher for a larger buffer, because now the

dominating effect is the larger overflow (marking) periods,

since a larger buffer needs more time to empty.

For load-based marking the effect of its parameters is

straightforward: The parameter a affects the slope of the

marking probability curve, r0 (for constant a) affects the

marking probability for a given average utilization, and

the averaging interval affects how fast the algorithm

responds to changes of the load, and the timescales of

traffic burstiness that affect the marking probability. More-

over, the averaging interval affects the maximum queue

backlog that appears when the load changes.

Finally, for RED we have observed that when maxp is

small, then the marking probability is convex, as in Fig. 8.

On the other hand, when maxp approaches 1, then the

marking probability tends to be linear, as in Fig. 9. In

general, the rules for tuning the parameters of RED in the

case of willingness-to-pay congestion control are not the

same as the rules in the case of TCP.

5.5. Comparison of willingness-to-pay and MulTCP

Fig. 11 compares willingness-to-pay with MulTCP [10].

The latter follows TCP’s double multiplicative decrease, but

supports service differentiation. Fig. 11(a) shows that the

ratio of average throughput is higher than the ratio of

weights for MulTCP, indicating that MulTCP favors

connections with larger weights.

Fig. 11(b) compares the utilization achieved with will-

ingness-to-pay and MulTCP, when the same number of

connections are multiplexed in a link with RED marking.

Observe that for small weights, willingness-to-pay achieves a

higher utilization than MulTCP. This is expected since

MulTCP decreases its window more aggressively when

congestion is detected. As the weights increase, however,

the difference between the two algorithms is smaller. We

conjecture that this is due to the following: For MulTCP,

connections are bursty even for small weights, due to the

proportional decrease of the congestion window when an ECN

mark is received; moreover, as weights increase, the resulting

increase of aggressiveness helps connections achieve a higher

average throughput. On the other hand, for small weights

willingness-to-pay connections produce smooth traffic, hence

the average utilization is high; when weights increase,

however, connections become burstier, and as a result the

average utilization decreases.

6. Related work

Next we discuss some related work. Note that this is not

an exhaustive survey of all the work in the area.

The authors of Ref. [17] investigate the limitations of

using double proportional decrease algorithms for

achieving service differentiation. Their results are in

agreement with the results of Section 5.5. They also

investigate an algorithm where the congestion window is

adjusted based on the percentage of lost packets. The

loss adaptive algorithm in Ref. [17] achieves in the

steady state an average throughput inversely proportional

to the loss probability. This is similar to the dependence

of the average throughput on the marking probability

with the willingness-to-pay algorithms investigated in this

paper. Comparison of the two algorithms in terms of

throughput and delay is an area for further investigation.

The authors of Ref. [18] investigate the convergence and

steady state behavior, using both simulation and dynamical

system modeling, of the rate-based congestion control

algorithm given by Eq. (1), when routers implement

threshold-based marking, i.e. all packets are marked when

the queue length exceeds a threshold. Additionally, they

discuss issues regarding the timescales for a connection’s

rate to reach equilibrium in relation to the timescales of the

inter-arrival time between new connections and the duration

of each connection.

The author of Ref. [19] discusses the fairness of marking

algorithms, using ideas from large deviations theory and

economics. A number of marking algorithms that have been

proposed in the literature are investigated, and a threshold-

based marking algorithm that marks all packets in the queue

when the queue length exceeds a threshold, which is

adaptively set, is proposed. The authors of Ref. [20] propose

an active queue management algorithm, called Random

Exponential Marking (REM), where a link’s marking

5 Varying the buffer size, while keeping the same factor for both the

capacity and buffer of the virtual queue is equivalent to having a different

factor for each of these two resources.
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probability is a concave and exponential function of the

link’s price, which is updated based on the rate mismatch

(difference between input rate and link capacity) and the

queue mismatch (difference between current and target

queue length) at the link.

The authors of Ref. [21] investigate, using a fluid model,

the decentralized selection of the marking rate at each router

of a network in order to achieve loss-free operation. The

convergence of the scheme is investigated using a timescale

decomposition of the system into a slow and fast system

model. Finally, the works of Refs. [22–24] present

insightful results on the behavior of TCP and RED-like

algorithms that compute the packet marking probability

based on the queue length.

7. Concluding remarks

We have investigated, using simulation, the service

differentiation and performance achieved with end-to-end

weighted window-based congestion control algorithms, and

how this is affected by the marking algorithms operating in

the routers. Our simulation experiments included both

single and multiple link topologies, where different

connections had different round trip times. The congestion

control algorithms6 investigated include willingness-to-pay,

which follows a single multiplicative decrease of the

congestion window upon congestion. Our results show

that, for networks with no losses supporting ECN, will-

ingness-to-pay can be fairer and lead to higher utilization

compared to MulTCP, which supports service differen-

tiation and follows a double multiplicative decrease, similar

to TCP. Although our results where for experiments where

no losses occurred, we expect that they will hold when the

loss probability is much smaller than the marking

probability; the latter is likely to be the case in real

networks, in order to avoid the overhead due to packet

retransmissions. In cases where the loss rate tends to be

large, algorithms that decrease the congestion window by a

large amount, e.g. by half as in the case of TCP and

MulTCP, might be more appropriate, since a large decrease

of the congestion window can result in a lower loss rate,

hence a smaller number of retransmissions. The marking

algorithms investigated include RED, virtual queue mark-

ing, and load-based marking. Our results show that service

differentiation and queueing delay can be worse for the

virtual queue algorithm, where packet marking is determi-

nistic and occurs at the timescales of the virtual queue

overflow, compared to RED and load-based marking, where

marking is probabilistic. On the other hand, the virtual

queue marking algorithm can differentiate flows according

to their burstiness.

An issue for further investigation is how to automate the

tuning of the parameters (adaptation) of the marking

algorithms. Motivation for such automated adaptation is

that, in agreement with the results regarding the tuning of

RED parameters for TCP connections, no set of parameters

are optimal for all possible traffic mixes and characteristics.

Another issue with important engineering implications,

which can assist in tuning the parameters of a marking

algorithm, is the estimation of the equilibrium given the

congestion control and marking algorithms; a related issue,

if each mark is charged by a fixed price, is how the price per

mark affects the link utilization, and subsequently, given the

aggregate demand, how to determine this price in order to

achieve a target utilization. Results in this direction are

reported in Ref. [26]. Another important direction for

further work is the application of ideas and results

investigated in this paper to wireless networks. This will

be particularly important since there is a limited capability,

compared to fixed networks, to increase the capacity of

wireless networks and the emerging multimedia services

and applications will increase the demand for bandwidth in

such networks, hence the need to develop efficient and

robust mechanisms for controlling wireless network

resources. The framework underlying the work presented

in this paper is a strong candidate for constructing such

mechanisms. Moreover, ECN marking for improving the

performance of TCP over wireless networks has been

suggested in Ref. [27], and for 3G networks in Ref. [28].
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